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Zhao et al.: The Gene Differentiation in Glioblastoma after Treatment with Thyrointegrin Alpha V Beta 3 
Antagonist

To construct a risk model using 760 tumor microenvironment-related gene expressions in glioblastoma patients 
treated with precision medicine thyrointegrin alpha v beta 3 antagonist and explore the relationships between 
prognosis and other clinical features and risk model is the objective of the study. Firstly, we obtained 760 
tumor microenvironment-related gene expressions in the glioblastoma cells treated with 30 µM concentration 
of thyrointegrin alpha v beta 3 antagonist. Meanwhile, we selected genes that are significantly related to 
prognosis using univariable Cox regression methods. Least absolute shrinkage and selection operator analysis 
was applied to further select genes that are significantly related to prognosis. We weighted those selected 
genes with their coefficients and constructed a risk model. The risk score was calculated. We compared overall 
survival between low risk group and high risk group and investigated whether risk score could serve as 
an independent factor affecting prognosis. Furthermore, the key immune infiltrations in high and low risk 
groups were also deeply explored. Low risk group exhibited a better prognosis than high risk group. The 
multivariate Cox analysis demonstrated that risk score was an independent factor for glioblastoma prognosis. 
High risk group was related to a higher degree of immune infiltration. The risk model constructed by 760 
tumor microenvironment-related gene expression in glioblastoma was significantly related to prognosis and 
this model provided several beneficial hints for the novel precision drug administration.

Key words: Glioblastoma, tumor microenvironment, thyrointegrin alpha v beta 3 antagonist, Cox regression 
methods

Glioma is one of the most common primary tumors 
of the central nervous system[1]. Different gliomas are 
graded according to the World Health Organization 
(WHO) guidelines for classifying central nervous 
system tumors, WHO grades II, III and IV, where 
WHO grade IV diffuse glioma being synonymous 
with glioblastoma[2]. However, the most common 
diffuse glioma is glioblastoma (WHO grade IV), 
which accounts for 45 %-50 % of all primary intrinsic 
brain tumors, with the vast majority of glioblastoma 
arising de novo as "primary glioblastomas"[3]. 
Glioblastoma Multiforme (GBM) is one of the most 
lethal brain tumor, with an average survival rate 
of 35.7 % in 1 y, 4.7 % in 5 y and a median total 
survival period of 14.6 mo[3,4]. In 2010, based on 
the molecular features of GBM bulk sequencing, 
Wen et al. classified GBM into four subtypes. They 
are classical, neural, proneural and mesenchymal[5]. 

However, the neural type was later excluded[6]. 
In 2016, the WHO classification was updated to 
integrate molecular parameters with histology and to 
divide GBM into three subtypes. They are Isocitrate 
Dehydrogenase (IDH) wild type, IDH mutant and 
Not Otherwise Specified (NOS)[7]. In recent years, 
more treatment options have been developed for 
GBM, including conventional surgical resection, 
chemotherapy, radiotherapy, immunotherapy and 
electric field therapy[8]. However, the overall survival 
of the disorder has been reported to be <15 mo after 
diagnosis[9] and 5 y survival rates ranged from only 
0.05 % to 4.7 %[10].

It is not only tumor cells but also surrounding 
normal cells that play the key role in the progress 
of tumor. These normal cells constitute the Tumor 
Microenvironment (TME). The TME comprises 

The Tumor Microenvironment-Related Gene Differentiation 
in Glioblastoma after Treatment with a Precision Medicine 
Thyrointegrin Alpha V Beta 3 Antagonist
XUELIAN ZHAO*, S. A. HUANG AND LI WANG

Department of Neurosurgery, Tsinghua Changgung Hospital, Tsinghua University, Changping, Beijing 102218, China



www.ijpsonline.com

Special Issue 1, 2024Indian Journal of Pharmaceutical Sciences87

different cellular components. The first type is 
endothelial cells, which play a critical role in 
tumorigenesis and in protecting tumor cells from 
the immune system. Tumor angiogenesis usually 
branches outward from pre-existing vessels or arises 
from endothelial precursors[11]. In this way, these 
cells provide nutrients for tumor cell proliferation 
and growth. The second major component is immune 
cells. These include granulocytes, lymphocytes and 
macrophages. The most prominent immune cell 
type in the TME is the macrophage. Macrophages 
have multiple functions associated with cancer 
development and progression; they promote tumor 
cell escape into the circulation and suppress anti-
tumor immune mechanisms and responses[12]. The 
last cell type in the TME is the fibroblast. Fibroblasts 
are responsible for the migration of cancer cells from 
the primary tumor site into the blood stream for 
systemic metastasis[13,14].

Thyrointegrin alpha v beta 3 (αvβ3) antagonist, 
considered as a bifunctional version of the thyroid 
hormone metabolite Tetraiodothyroacetic acid 
(Tetrac) conjugated to Polyethylene Glycol (PEG) 
MW 4000, was originally initiated as an innovative 
new precision medicine for GBM. It has been 
demonstrated with an excellent efficacy in GBM 
mouse model. However, the accurate function of 
thyrointegrin αvβ3 antagonist in human is still poorly 
understood. Meanwhile, some works have suggested 
the potential connections between thyrointegrin αvβ3 
antagonist and TME.

In this study, we selected genes that have an impact 
on prognosis from the GBM tumor cells treated with 
thyrointegrin αvβ3 antagonist of 760 TME related 
genes. Then we constructed a risk model related 
with those selected genes. Using this risk model, 
we explored a close correlation between the TME of 
GBM and thyrointegrin αvβ3 antagonist.

MATERIALS AND METHODS

Data source:

In this study, we used two independent data sources. 
The glioblastoma patients from Gene Expression 
Omnibus (GEO) database (numbering GSE183772) 
were considered as a constructing database. It 
includes GBM cells treated with thyrointegrin αvβ3 
antagonist. At the same time, the glioblastoma 
patients from Chinese Glioma Genome Atlas 
(CGGA) database were treated as a testing database. 

Least Absolute Shrinkage and Selection Operator 
(LASSO) Cox regression analysis: 

A single-factor Cox regression analysis for 
glioblastoma prognosis was developed to analyze 
the expression values of 760 TME-related genes in 
glioblastoma samples, with a threshold of p<0.01. 
Essentially, the complete list of genes was obtained 
from 10 published studies providing transcriptomic 
signatures for multiple immune and stromal cell 
populations[15-24]. Then, to further infer the TME 
genes related to glioblastoma prognosis, glmnet 
package of R language was used for LASSO Cox 
regression analysis. The following formula was 
established to calculate the risk score for each 
individual glioblastoma sample:

Risk score=
n

i i
i 1

Coef X
=
∑

In this formula, Coefi represents the risk coefficient 
of each factor estimated by the LASSO-Cox model, 
while Xi indicates the expression activity of each 
TME gene. Based on the median of the calculated risk 
scores, the glioblastoma patients of the construction 
database and the test database could be divided into 
high risk group and low risk group.

Gene set enrichment analysis:

In order to explore different pathways between high 
risk group and low risk group, gene set enrichment 
analysis was conducted[25]. The top 10 terms of the 
Kyoto Encyclopedia of Genes and Genomes (KEGG) 
and Molecular Signatures Database (MSigDB) 
hallmark analyzes were displayed. KEGG pathways 
with significant enrichment results were displayed 
based on Normalized Enrichment Score (NES), gene 
ratio and p value. Gene sets with |NES|>1, Nominal 
(NOM) p<0.05 and False Discovery Rate (FDR) 
q<0.25 were considered enrichment significant.

Somatic mutation analysis:

The Cancer Genome Atlas (TCGA)-GBM contains 
genome sequencing data, among them we downloaded 
simple nucleotide variation data’s from the website 
(https://portal.gdc.cancer.gov/) to compare the 
mutation frequency of each gene of the high and low 
risk group. The somatic mutation landscape and the 
mutation frequency of each gene was realized by the 
maftool R package[26].

Immune infiltration analysis:

To study the immune infiltration in glioblastoma, 
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we used three algorithms: ESTIMATE[27], Cell-type 
Identification by Estimating Relative Subsets of RNA 
Transcripts (CIBERSORT)[28], single-sample Gene 
Set Enrichment Analysis (ssGSEA)[29]. CIBERSORT 
is a linear support vector regression based tool for 
deconvolution of human leukocyte subtype expression 
matrix from bulk tissue gene expression profiles. 
Input was a 547 signature gene matrix containing 22 
functionally defined human immune subsets (LM22). 
The data were uploaded to the CIBERSORT web 
portal (http://cibersort.stanford.edu/) and iterated 
1000 times to obtain results. ESTIMATE is a tool 
that uses gene expression signatures to infer the 
proportion of stromal cells and the proportion of 
immune cells in a tumor sample. The score derived 
from ssGSEA reflects the degree to which the input 
immune gene signature is coordinately up-regulated 
or downregulated within a sample.

Drug sensitivity analysis:

National Cancer Institute (NCI)-60 compound 
activity data and Ribonucleic Acid sequencing (RNA-
seq) expression profiles were downloaded from 
CellMinerTM to analyze drug sensitivity of selected 
TME related genes in TCGA-GBM. Food and Drug 
Administration (FDA)-approved or investigational 
drugs were selected to analyze[30].

Immunophenoscore (IPS) analysis:

Based on four major gene categories that determine 
immunogenicity, an IPS consisting of Major 
Histocompatibility Complex (MHC), Effector 
Cells (ECs), immune Checkpoints (CPs) and 
Immunosuppressive Cells (ISCs) can be generated 
using machine learning methods. Immunophenotype 
scores, ranging from 0 to 10, were calculated 
using the expression levels of representative genes 
or the immune manifestation of gene sets. The 
IPS of glioblastoma patients were obtained from 
The Cancer Immunome Atlas (TCIA) database  
(https://tcia.at/home).

Statistical analysis:

All statistical methods were executed on R software 
(v4.2.3). To compare two or more continuous 
variables, the unpaired Student’s t-test was used 
for data that followed a normal distribution and 
the Wilcoxon or Kruskal-Wallis test was applied 
for non-normally distributed data. Based on the 
Kaplan-Meier method, the survival R package was 
utilized to generate survival curves and the log-rank 

test was established to determine the significance 
of differences. The univariate and multivariate Cox 
regression model was used to determine independent 
prognostic factors by using the survminer package and 
the results was visualized by ggforest package. The 
prognostic model of glioblastoma was constructed 
using the nomogram function of the regression 
modeling strategies (rms) R package. Two-sided 
p<0.05 was considered as statistically significant.

RESULTS AND DISCUSSION
TME-related gene selection and the construction 
of risk score was shown in fig. 1A-fig. 1E. Firstly, 
as a construction database we downloaded GEO 
database. We focused on the TME genetic profiling 
for glioblastoma patients treated with thyrointegrin 
αvβ3 antagonist. The expression of 760 TME related 
genes in the database was obtained. The selection 
was based on a complete list of 760 TME genes. 
We used the expressions of these genes to establish 
a univariate cox regression to screen for genes 
that have an impact on prognosis after medicine 
treatment. 46 genes were selected as p value<0.01. 
Among the selected genes, genes with Hazard Ratio 
(HR)>1 are unfavorable for prognosis (risk genes), 
while genes with HR<1 are favorable for prognosis 
(protective genes). To this end, 29 of the 46 genes were 
considered as protective genes, while the remaining 
17 genes were considered as risk genes. To further 
select genes significantly associated with prognosis, 
we conducted LASSO regression analysis. The 
horizontal axis is log (lambda) and the vertical axis 
is the partial likelihood deviation value respectively. 
The lambda value corresponding to the smallest 
value is the best. As shown in fig. 1A, the optimal 
number of significant impact on prognosis of TME 
genes was determined as 17, whereas the lambda 
value is the smallest. Therefore, the forest plot of 
the top 17 genes with the smallest p-value among the 
46 genes is shown in fig. 1B. A risk score model for 
predicting the survival of glioblastoma patients was 
then generated by weighing the expression values of 
17 TME genes with the regression coefficients of the 
LASSO Cox regression model. The risk score of each 
patient was calibrated individually. Kaplan-Meier 
survival curve of TCGA-GBM dataset was shown in 
fig. 1C. The horizontal axis indicates time, while the 
vertical axis indicates survival rate. The p-value is 
calculated based on log-rank test and different color 
means different group. The median value of risk 
score was used to classify glioblastoma patients into 

https://tcia.at/home
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high risk and low risk groups. Survival analysis was 
conducted on the prognosis of patients in the high 
risk and low risk groups, and compared to the low 
risk group, the high risk group had a poorer prognosis 
(fig. 1C). In addition, it could be shown that the Area 
Under the Curve (AUC) of 1 y, 3 y and 5 y survival 
period of glioblastoma patients were 0.790, 0.809 
and 0.919, respectively, conducted from the time-
dependent Receiver Operating Characteristic (ROC) 
curve. The horizontal axis means the false positive 
rate, while the vertical axis means the true positive 
rate respectively. The accuracy of the prediction is 
evaluated by the AUC value (fig. 1D). These results 
indicated that the risk model could accurately 
predict the prognosis of glioblastoma patients 
with thyrointegrin αvβ3 antagonist treatment. The 
distribution-risks of the risk scores, survival time, 
survival status and the expression patterns of 18 
genes in constructing database and testing database 
are displayed in fig. 1E. To compare risk score 
between different ages, we divided glioblastoma 
patients in construction database into two age groups: 
Age above 60 group and age under 60 group. We also 
compared risk score between different genders. Risk 
score showed no significant differences between 
different age and different gender groups. 

To validate this risk model, we utilized another 
testing database CGGA. This model was established 
as a testing database, calculating risk score of each 
sample. Then we divide glioblastoma patients in 
testing database into high risk group and low risk 
group using median value of risk score. The overall 
survivals between high risk group and low risk 
group were compared, suggesting that high-risk 
group also had a lower survival than low risk group. 
The distribution-risks of the risk scores, survival 
time, survival status and the expression patterns 
of 17 genes in testing database are also displayed. 
Then we compared risk score in different clinical 
characteristics such as age (age above 60 y or age 
under 60 y), gender, received thyrointegrin αvβ3 
antagonist or not, received radiotherapy or not 
and IDH mutation status (IDH mutation or wild 
type) in testing database. As a result, there was no 
significant difference in risk score between genders. 
The risk score was significantly higher than the IDH 
mutation group which suggested that IDH mutation 
might be a good prognostic marker for glioblastoma. 
Meanwhile, patients older than 60 y old exhibited 
a higher risk score than patients younger than 60 
y old. There was no significant difference in risk 
score between receiving chemotherapy and radiation 
therapy.

Fig. 1: TME-related gene selection and the construction of risk score 
Note: (A) The graph determining the tuning parameter lambda value in the LASSO regression model; (B) Forest plot of top 17 TME-related 
genes with smallest p value; (C) Kaplan-Meier survival curve of TCGA-GBM dataset, (  ) High risk score and (  ) Low risk score; (D) The 
time-dependent ROC curve, (  ) 1 y; (  ) 3 y and (  ) 5 y and (E) Distribution of the expression profiles, survival status and risk score 
of TCGA-GBM database, (  ) High risk score; (  ) Low risk score; Survival time, (  ) Alive; (  ) Dead; (  ) High risk group; (  ) Low 
risk group

(A)

(D) (E)

(B) (C)
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database, GSEA was also conducted. Tumors in the 
high risk score group also exhibited gene expressions 
significantly enriched in pathways related to 
immunity. While tumors in the low risk score group 
has gene expressions mainly enriched in synapse-
related pathway.

We also examined the mutation landscapes between 
patients with low and high risk scores. The top 5 
genes with mutation frequency in the high risk group 
were Phosphatase and Tensin homolog (PTEN), Titin 
(TTN), Epidermal Growth Factor Receptor (EGFR), 
Tumor Protein 53 (TP53) and LDL Receptor Related 
Protein 2 (LRP2) (fig. 2D). Meanwhile, the top 5 genes 
with mutation frequency in the low risk group were 
TP53, EGFR, PTEN, TTN and Mucin 16 (MUC16) 
(fig. 2E). Since IDH1 mutation is considered as one 
of the factors related to the prognosis of glioblastoma 
treated with thyrointegrin αvβ3 antagonist[31], we 
compared the frequency of IDH1 mutation in the 
high and low risk groups. The mutation frequency 
of IDH1 in the low risk group was higher than that 
in the high-risk group, which indicated glioblastoma 
with IDH1 mutation had a better prognosis.

Pathway analysis and somatic mutation analysis was 
shown in fig. 2A-fig. 2E. In order to explore different 
biological functions between high risk group and low 
risk group in thyrointegrin αvβ3 antagonist treated 
GBM, differential analysis and subsequently GSEA 
analysis were conducted. The limma package was 
used to conduct differential analysis. To visualize 
the results of differential analysis between high risk 
group and low risk group, volcano plot was plotted. 
Both p value<0.05 and log2 Fold Change (FC)>1 
means up-regulated genes and both p value<0.05 and 
log2FC<-1 means down-regulated genes (fig. 2A). 
Then GSEA analysis was conducted. GSEA results 
showed that tumors in the high risk score group had 
gene expressions significantly enriched in pathways 
related to immunity such as adaptive immune 
response based on antigen binding, complement 
activation, humoral immune response, leukocyte 
migration, regulation of humoral immune response 
(fig. 2B), whereas the low risk score tumors had 
gene expressions enriched in chromosomal region, 
mitochondrial gene expression, non-coding RNA 
(ncRNA) metabolic process, ncRNA processing, 
ribosome biogenesis (fig. 2C). Meanwhile, in testing 

Fig. 2: Pathway analysis and somatic mutation analysis 
Note: (A) The volcano plot of differential expressed genes between high risk group and low risk group, (  ) Up-regulated genes; (  ) Down-regu-
lated genes; (  ) No change; (B, C) GSEA pathway analysis of differential expressed genes between high risk group and low risk group. The top five 
pathways are displayed, (B) Pathways enriched in high risk group; (C) Pathways enriched in low risk group; (D, E) Comparisons of the mutation 
landscape in the TCGA-GBM database between groups with high and low risk score, (D) High risk group (E) Low risk group

(A)

(D) (E)

(B) (C)
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accuracy and clinical utility of the comprehensive 
score and the new model (fig. 3C). To investigate 
the prognostic value of the risk score established 
by 17 potential TME-related genes, we further 
regrouped patients from the constructing database 
and performed Kaplan-Meier survival analysis. 
Patients were divided into group A (<60 y old) and 
group B (≥60 y old). Patients were defined as high 
risk or low risk based on the risk score established by 
17 potential TME-related genes. Regardless of age, 
patients in the high risk group had a significantly 
lower overall survival rate than those in the low risk 
group (fig. 3D and fig. 3E). These results concluded 
that the risk score built by primary TME genes was 
an independently accurate indicator for predicting 
the prognosis of glioblastoma patients treated with 
thyrointegrin αvβ3 antagonist.

Risk score is an independent prognostic factor for 
glioblastoma as shown in fig. 3A-fig. 3E. To determine 
whether risk score can be an independent factor 
affecting prognosis, the age, gender and risk score 
of each individual glioblastoma patients were all 
subjected in the multivariate Cox regression analysis. 
As a result, we found a dramatic connection between 
risk score and the prognosis of glioblastoma, where 
the higher the risk score, the worse the prognosis 
(fig. 3A). We constructed a nomogram plot to predict 
the survival of Neuroblastoma (NB) patients to make 
the new model (risk score, gender and age) more 
applicable to clinical practice. A comprehensive 
score was assigned to each patient. This score was 
calculated by adding the corresponding scores for 
each variable in the nomogram plot (fig. 3B). 1 y and 
2 y calibration curves were used to determine the 

Fig. 3: Risk score as an independent prognostic factor for glioblastoma
Note: (A) Multivariate cox regression model of risk score and clinical characteristics of glioblastoma patients in TCGA-GBM; (B) Nomogram plot 
for predicting the probability of patient mortality at 1 y or 2 y overall survival; (C) Calibration curve of nomogram for predicting the probability 
of overall survival at (  ) 1 y and (  ) 2 y; (D, E) After regrouping according to age 60, Kaplan-Meier survival curve of two groups, (D)  
Kaplan-Meier survival curve of age≥60 group and (E) Kaplan-Meier survival curve of age<60 group, (  ) High risk score and (  ) Low risk 
score

(A)

(D) (E)

(B) (C)
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CIBERSORT in constructing database, we found that 
Cluster of Differentiation (CD) 8 T cells, activated 
CD4 memory T cells and activated mast cells 
were highly infiltrated in high risk group. Resting 
mast cells and activated Natural Killer (NK) cells 
were highly infiltrated in low risk group. In testing 
database, activated NK cells were highly infiltrated 
in low risk group. M0 macrophages and neutrophils 
were highly infiltrated in high risk group (fig. 4E). In 
constructing database ssGSEA analysis showed that 
except memory B cells, all immune cells are highly 
infiltrated in high risk group (fig. 4F). In testing 
database, type 2 T helper cells are highly infiltrated 
in low risk group and memory B cells, eosinophils, 
CD4 effector memory T cells, activated CD4 T cells 
and CD56 bright NK cells showed no significant 
between low risk group and high risk group. Other 
immune cells were highly infiltrated in high risk 
group. Heatmap of ssGSEA in constructing database 
indicated that there was a significant difference in 
immune infiltration between the high risk and low 
risk group (fig. 4G).

Risk score is related to immune infiltration which 
was illustrated in fig. 4A-fig. 4G. The infiltration 
of immune cells in tumor cells plays a crucial role 
in glioblastoma progression. To explore correlation 
between immune infiltration and risk score, 
ESTIMATE, CIBERSORT and ssGSEA analysis 
were conducted. Firstly, we calculated stromal score, 
immune score, estimate score and tumor purity of 
each tumor sample using ESTIMATE algorithm and 
we constructed correlation between those scores 
and risk score. As for constructing database, results 
demonstrated that there was significant positive 
correlation between stromal score, immune score, 
estimate score and risk score. Meanwhile, there 
was significant negative correlation between tumor 
purity and risk score (fig. 4A-fig. 4D). There was 
also a similar correlation in the testing database. We 
divided patients into high risk and low risk groups 
in constructing database and testing database. We 
also estimated the immune cell infiltration both in 
high and low risk score groups, respectively, by 
the CIBERSORT and ssGSEA algorithm. Using 

Fig. 4: Relation of risk score with immune infiltration
Note: Scatter plot shows correlation between (A) Stromal score; (B) Immune score; (C) Estimate score; (D) Tumor purity and risk score; (E) Boxplot 
of 22 immune cells fraction between (  ) High risk group and (  ) Low risk group using CIBERSORT; (F) Boxplot of immune cells infiltration 
comparison between (  ) High risk group and (  ) Low risk group using ssGSEA; (G) Heatmap of 28 immune cells fraction in high risk group 
and low risk group, (  ) High risk score and (  ) Low risk score. The p values were calculated by Wilcoxon rank-sum test. The asterisks repre-
sented the statistical p value (*p<0.05; **p<0.01; ***p<0.001 and ****p<0.0001)

(A)

(D)

(B)

(E)

(C)

(F)

(G)
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pos-PD1-pos) and comparing their risk score. It is 
obvious that patients with low risk score expressed 
greater IPS values when only receiving CTLA4 
treatment and not receiving CTLA4 and PD1 
treatment (fig. 5B-fig. 5E).

Glioma is a common central nervous system tumor 
that can be classified into four grades according to 
the WHO classification criteria, with the IV grade 
being called glioblastoma[2]. Glioblastoma is the most 
common brain tumor with a poor prognosis. TME 
is a complex ecosystem composed of malignant, 
stromal and immune cells[32]. Cells in TME can 
promote tumor growth and proliferation. TME has a 
significant impact on the prognosis of glioblastoma. 
In this study, we constructed a risk model using the 
expression profile of TME related genes that have a 
significant impact on prognosis.

Drug sensitivity analysis and immune reaction 
prediction was shown in fig. 5A-fig. 5E. Using the 
CellMiner database, we further investigated the 
potential correlation between drug sensitivity of 
thyrointegrin αvβ3 antagonist and the expression of 
17 TME-related genes. The expression of 17 TME-
related genes in cell lines for studying drug sensitivity 
was obtained. The correlation between drug 
sensitivity and the expression of 17 inflammation-
related genes was obtained (p<0.05 was set as a 
threshold), and top 16 correlation was shown in fig. 
5A. Then, we used IPS to predict immune response. 
The IPS score of glioblastoma patients were obtained 
from TCIA. We divided patients into four types (i.e., 
IPS-Cytotoxic T-Lymphocyte-Associated protein-4 
(CTLA4)-negative (neg)-Programmed Cell Death 
protein 1 (PD-1)-neg, IPS-CTLA4-neg-PD1-positive 
(pos), IPS-CTLA4-pos-PD1-neg and IPS-CTLA4-

Fig. 5: Drug sensitivity analysis and immune reaction prediction
Note: (A) Scatterplot shows correlation between drug sensitivity and the expression of 17 inflammation-related genes in cell lines conducted by 
CellMiner; Comparison of IPS score between high risk score and low risk score under different immune therapy treatment; (B) CTLA4-pos-PD1-
pos treatment; (C) CTLA4-pos-PD1-neg treatment; (D) CTLA4-neg-PD1-pos treatment and (E) CTLA4-neg-PD1-neg treatment. The p values were 
calculated by Wilcoxon rank-sum test, (  ) High risk score and (  ) Low risk score

(A)

(B)

(D) (E)

(C)
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therapy reaction and risk score. In low risk score 
group, IPS score were higher than that in high 
risk group. All in all, we constructed a risk model 
using selected TME-related genes and we found 
correlations between risk score and prognosis.
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